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Abstract

Understanding the 3D world is a fundamental problem
in computer vision. However, learning a good represen-
tation of 3D objects is still an open problem due to the
high dimensionality of the data and many factors of vari-
ation involved. In our project, we studied two diverse meth-
ods of learning 3d structure, one is unsupervised method
which formulates 3D and 2D interaction using novel projec-
tion loss defined by the perspective transformation and an-
other supervised method which uses well-designed encoder-
decoder to generate a coarse 3D volume from each input
image. A context- aware fusion module is used to adaptively
select high-quality reconstructions for each part from differ-
ent coarse 3D volume to obtain a fused 3D Volume. Finally,
a refiner further refines the fused 3D volume to generate the
final output. We also experiment with different losses i.e,
L1, L2 and BCE loss for supervised learning problem.

1. Introduction

3D reconstruction is an important problem in robotics,
CAD, virtual reality and augmented reality. Understand-
ing the 3D world is at the heart of successful computer vi-
sion applications in robotics, rendering and modeling. It is
especially important to solve this problem using the most
convenient visual sensory data: 2D images. we looked for
lot of work along the lines of constructing 3d structure us-
ing 2D Images both supervised and unsupervised method.
Unsupervised learning from multiple Images from [2] uses
additional albedo, shape and texture loss. Learning Imlicit
fields for generative shape modelling from [1] replaces the
mlp decoder to learn better shape representation. In Occu-
pancy Networks [4], 3D output can be viewed as continuous
boundary instead of voxel or point representation and can be
used in supervised setting.

There were generative approached to build the 3D shape,
in [6] 3D Gan is used for learning 3D shape, apart from
the Images, it used class labels for conditional generation
of 3D voxels. Nguyen et.al [5] proposes Holo Gan which

is complete unsupervised Learning of 3D representations
from natural images. Liu [3] proposes method which learn
to infer implicit surfaces without 3D supervision. Another
novel unsupervised approach from Yan et al. [8] predict 3D
shape from single view without using the groundtruth 3D
Volumetric data for training by using a 2D silhoutte loss
function based on perspective transformation. We also ob-
serve another novel supervised approach proposed by Xie et
al [7] which uses a well-designed encoder-decoder, it gen-
erates a coarse 3D volume from each input image. Then,
a context-aware fusion module is introduced to adaptively
select high-quality reconstructions for each part (e.g., table
legs) from different coarse 3D volumes to obtain a fused
3D volume. Finally, a refiner further refines the fused 3D
volume to generate the final output.

2. Unsupervised Method
2.1. Problem Formulation

From the perspective of a learning agent (e.g., neural net-
work), a natural way to understand one 3D object X is from
its 2D views by transformations. By moving around the 3D
object, the agent should be able to recognize its unique fea-
tures and eventually build a 3D mental model of it as illus-
trated in Figure 1(a). Assume that Iy, is the 2D image from
the k-th viewpoint ) by projection I(y) = P(X; ),
or rendering in graphics. An object X in a certain scene is
the entanglement of shape, color and texture (its intrinsic
properties) and the image Iy, is the further entanglement
with viewpoint and illumination (extrinsic parameters). The
general goal of understanding 3D objects can be viewed as
disentangling intrinsic properties and extrinsic parameters
from a single image.

2.2. Methodology

We use the volumetric representation of 3d shape V
where each voxel V; is a binary unit. In other words, the
voxel equals to one, i.e., V; = 1, if the i-th voxel space is
occupied by the shape; otherwise V; = 0. Assuming the 2D
silhouette Sy, is obtained from the k-th image /(;, we can
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Figure 1. (a) Understanding 3D object from learning agent’s perspective; (b) Single-view 3D volume reconstruction with perspective
transformation. (c) Illustration of perspective projection. The minimum and maximum disparity in the camera frame are denoted as dmin

and dmax.
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Figure 2. : An overview of the proposed Pix2Vox. The network recovers the shape of 3D objects from arbitrary (uncalibrated) single or
multiple images. The reconstruction results can be refined when more input images are available. Note that the weights of the encoder and

decoder are shared among all views

specify the 3D-2D projection S(;) = P(V;ap)). A 2D
silhouette Sy projected from the generated volume V' un-
der certain camera viewpoint ;) should match the ground
truth 2D silhouette S(;) from image observations. In other
words, if all the generated silhouettes S( 7 match well with
their corresponding ground truth silhouettes S ;) for all j’s,
then we hypothesize that the generated volume V' should be
as good as one instance of visual hull equivalent class of the
ground truth volume V.

Lproj(I(y)) = Y L2 0i(iay; S zy) - (1)
j=1
()

1
Lproj(I(k)) = ﬁ Z ||P(f(1(k))vaj) - S(])H%

2.3. Perspective Transformer Networks

As defined previously, 2D silhouette S(k) is obtained via
perspective projection given input 3D volume V and spe-
cific camera viewpoint c(yy. In this work, we implement
the perspective projection 1 with a 4-by-4 transformation
matrix 044, where K is camera calibration matrix and (R, t)
is extrinsic parameters.

R t] 3)

K 0
Oaas = [OT 1] [OT 1

For each point p{ = (zf,y?,27,1) in 3D world frame,
we compute the corresponding point p! = (zf,y!,1,d}) in
camera frame (plus disparity d!) using the inverse of per-
spective transformation matrix p{@i,pt. A novel perspec-
tive transformation operator that performs dense sampling
from input volume (in 3D world frame) to output volume
(in camera frame). To obtain the 2D silhouettes from 3D
volume, we propose a simple approach using max opera-
tor that flattens the 3D spatial output across disparity di-
mension. This operation can be treated as an approxima-
tion to the ray-tracing algorithm. In the experiment, we
assume that transformation matrix is always given as in-
put, parametrized by the viewpoint c. Again, the 3D point
(w3, y$, 2¢) in input volume V' REWD and corresponding
point (zf, 4!, d}) in output volume U RHOWODO i Jinked
by perspective transformation matrix 644. Here, (W, H, D)
and (W0, HO, DO) are the width, height and depth of input
and output volume,respectively.
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(a) : Visualization of the score maps in the context aware
fusion module. The context-aware fusion module generates
higher scores for high-quality reconstructions, which can
eliminate the effect of the missing or wrongly recovered
parts.

3. Supervised Method
3.1. Overview

The proposed Pix2Vox aims to reconstruct the 3D shape
of an object from either single or multiple RGB images. The
key components of Pix2Vox are shown in Figure 2. First,
the encoder produces feature maps from input images. Sec-
ond, the decoder takes each feature map as input and gen-
erates a coarse 3D volume correspondingly. Third, single
or multiple 3D volumes are forwarded to the context aware
fusion module, which adaptively selects high-quality recon-
structions for each part from coarse 3D volumes to obtain a
fused 3D volume. Finally, the refiner with skip connections
further refines the fused 3D volume to generate the final re-
construction result.

3.2. Network Architecture
3.2.1 Encoder

The encoder is to compute a set of features for the decoder
to recover the 3D shape of the object. The first nine convo-
lutional layers, along with the corresponding batch normal-
ization layers and ReL U activations of a VGG16 pretrained
on ImageNet, are used to extract a 512x28x28 feature ten-
sor from a 224 x 224 x 3 image. This feature extraction
is followed by three sets of 2D convolutional layers, batch
normalization layers and ELU layers to embed semantic in-
formation into feature vectors.

3.2.2 Decoder

The decoder is responsible for transforming information of
2D feature maps into 3D volumes.There are five 3D trans-
posed convolutional layers. r. Each transposed convolu-
tional layer is followed by a batch normalization layer and
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(b) : An overview of the context-aware fusion module. It aims to select
high-quality reconstructions for each part to construct the final results. The
objects in the bounding box describe the procedure score calculation for
a coarse volume v. The other scores are calculated according to the same
procedure. Note that the weights of the context scoring network are shared
among different views.

a ReLU activation except for the last layer followed by a
sigmoid function.

3.2.3 Context-aware Fusion

As shown in Figure 3b, given coarse 3D volumes and the
corresponding context, the context-aware fusion module
generates a score map for each coarse volume and then fuses
them into one volume by the weighted summation of all
coarse volumes according to their score maps. The spatial
information of voxels is preserved in the context-aware fu-
sion module, and thus Pix2Vox can utilize multi-view infor-
mation to recover the structure of an object better. Specif-
ically, the context-aware fusion module generates the con-
text cr of the r-th coarse volume v ¢, by concatenating the
output of the last two layers in the decoder. Then, the con-
text scoring network generates a score m,. for the context of
the r-th coarse voxel. The learned score m,. for context c,
are normalized across all learnt scores. We choose softmax
as the normalization function.

3.2.4 Refiner

The refiner can be seen as a residual network, which aims to
correct wrongly recovered parts of a 3D volume. It follows
the idea of a 3D encoder-decoder with the U-net connec-
tions.

3.3. Loss Function

The loss function of the network is defined as the mean
value of the voxel-wise binary cross entropies between the
reconstructed object and the ground truth.
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(a) : Comparison of baseline results with different types of
loss function

4. Experiments
4.1. Dataset and Metrics

Dataset A subset of the ShapeNet dataset con-
sists of 50,000 models and 13 major categories was
used in the experimentation. The 13 categories are
airplane, bench, cabinet, car, chair, display, lamp,
speaker, rifle, sofa, table, telephone, and water-
craft.  ShapeNet rendered Images are obtained from
ftp://cs.stanford.edu/cs/cvgl/ShapeNetRendering.tgz
(12.8GB) and ShapeNet voxelized models are obtained
from ftp://cs.stanford.edu/cs/cvgl/ShapeNetVox32.tgz
(100mb)

Evaluation Metrics To evaluate the quality of the output
from the proposed methods, we binarize the probabilities
at a fixed threshold of 0.3 and use intersection over union
(IoU) as the similarity measure. Higher IoU values indicate
better reconstruction results.

4.2. Results with unsupervised approach

The unsupervised implementation of PTN is available in
tensorflow 1.x and torch lua which are not compatible to be
run directly on the current gpu system. The code implemen-
tation uses prespective transformer layer which takes the
camera intrinsic and extrinsic parameters and generate the
projections from the given voxelized decoder output. These
perspective transformer layer implementation is unavailable
in latest pytorch tensorflow 2 code. Converting the code is
even difficult. Another option is to use the open source ren-
dered, which takes in camera parameters and mesh inputs
to generate the projected output. However, this rendered li-
brary works with specific cuda version and again difficult to
run on google colab or kaggle run. We managed to get it
run on the local machine installing tensorflow 1.x and thus
ran the experiment for only 10 epochs with the results show
in Figure 5. We predict the voxel given the input image to
encoder and calculate the iou with the groundtruth voxel,
the results is averaged over each category and displayed in
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(b) : Training loss curve and IOU value on test set while training for each
of the losses
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Figure 5. : Comparison of baseline results with unsupervised ap-
proach
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4.3. Results with supervised approach

The pixe2vox is the supervised approach used to con-
struct the 3d objects from single or multi-view images. We
experiment with 3 different loss function: a) BCE Loss, b)
MSE Loss c¢) L1 Loss. We ran each of them for 30 epochs
and obtained the results shown in figure 4a and 4b. We see
that MSE loss matched up with BCE loss in terms of IOU
loss obtained while we get less iou value with the L1 loss,
which might be bcoz it is turning to make the voxel directly
to zero instead of slowing pushing towards 0. Table shows
the similar result comparable to the baseline result with just
30 epochs.

5. Conculsion

We studied supervised and unsupervised approach for re-
constructing the 3D objects from single or multi view im-
ages. We observe that training unsupervised models are
hard, requires expertise with the camera, view angle and
projection geometry based knowledge and do it correctly.
While supervised approach is easy to approach and mul-
tiple experiments can be tried easily. We also observe that
pix2vox architecture due to context aware fusion, converges



faster towards learning the 3D shapes. We will continue our
experimentation with both of the approaches.
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